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ABSTRACT Because the characteristics of wireless propagation channels (especially indoor channels) are
too diverse and complex, the distance estimation strategy of range-based positioning techniques should
adaptively change depending on the environment. In this paper, we study unsupervised learning techniques
that efficiently do this without human intervention. As users simply move around an area of interest
with mobile devices, the proposed method autonomously learns the characteristics of the surrounding
environments and changes the ranging strategy accordingly. To this end, we use either model-based or neural
network (NN)-based ranging modules for estimating the distance from neighboring anchor nodes, calculate
the position of the devices using trilateration techniques, and define cost functions that indirectly evaluate
the accuracy of the ranging module based on the trilateration results. Moreover, by assigning a unique
trainable variable to each device, the proposed method is also able to compensate for different characteristics
between devices without ground truth data. The performance of the proposed method is verified with a
real-time location tracking application using received signal strength (RSS)measurements from conventional
Wi-Fi access points (APs) or round trip time (RTT) measurements from APs that support the fine timing
measurement (FTM) protocol. In cases where a model-based ranging module is used, the proposed method
closely achieves the benchmark performance, which perfectly optimizes all the trainable variables on the
test data. If NNs are adopted in the ranging module, the proposed method even outperforms the benchmark
and achieves an average positioning accuracy of up to 2.397 m using RSS measurements, and up to 1.547 m
using RTT measurements under the 40 MHz bandwidth configuration.

INDEX TERMS Fine timing measurement (FTM), neural network, positioning, trilateration, unsupervised
learning.

I. INTRODUCTION
Precise location information is essential for several applica-
tions such as navigation systems, autonomous driving, vehi-
cle/asset tracking, and other location-based services. For this
reason, positioning techniques have been constantly attract-
ing attention over the last few decades. The global navigation
satellite system (GNSS) is one of the most promising posi-
tioning solutions in outdoor environments, where direct paths
from satellites can be secured. In indoor environments, how-
ever, there is no single solution, and a variety of approaches
have been introduced in the literatures. One approach is
to exploit the wireless communication technologies such as
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cellular [1]–[4], Wi-Fi [5]–[16], Bluetooth [17]–[19], ultra
wide band (UWB) [20]–[22], and near field communica-
tion (NFC) [23], [24]. Moreover, sensors such as inertial
measurement units (IMUs) and magnetometers [25]–[29],
vision sensors [30], [31], and foot-mounted sensors [32]–[35]
are also widely used for positioning purposes.

In this study, we focus on the Wi-Fi-based approach,
because many indoor environments already have a sufficient
number of Wi-Fi access points (APs) installed. Therefore,
if a mobile device can measure distances from at least three
APs, its location can be easily obtained using trilateration
techniques [7], [10], [11], [13], [14], [18]. One of the sim-
plest ways to measure distance is to use received signal
strength (RSS), which generally decays with distance from
the transmitter [36], [37]. However, each environment has
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FIGURE 1. Overview of the proposed unsupervised learning framework.
Based on the outputs of the ranging module (either model or NN-based),
the coordinates of a device can be obtained. With positioning results, cost
functions are defined and then used for training.

unique propagation characteristics that should be investigated
for accurate ranging results. In addition, RSS is also affected
by many factors such as the presence of the line-of-sight
(LOS) path, the structure and materials of the surrounding
environments, and shadowing from obstacles/human bod-
ies [38]–[41]. For this reason, accurately measuring distance
with the RSS is challenging and results in the poor positioning
quality.

To overcome the limitation of the distance measurement
using RSS, Wi-Fi fingerprinting techniques have been exten-
sively studied in the literatures [5], [6], [9], [12], [17]. This
method does not rely on the distance measurement; rather,
it tabulates measured RSS from neighboring APs at the
selected location as the signatures for finding the location.
Once a database of RSSmeasurements (also known as a radio
map) is prepared, the location of a device can be found by
comparing current RSS measurements with the radio map.
However, it takes time and effort to build a unique radio map
for each environment. For instance, a separate radio map is
required for each floor, even in the same building.

To support Wi-Fi-based positioning, the IEEE 802.11-
2016 standard (also known as 802.11REVmc) introduced
an improved ranging protocol called fine timing measure-
ment (FTM) that measures the distance between two Wi-Fi
devices based on the round trip time (RTT) of wireless pack-
ets [42]. Although the FTM protocol requires a calibration
process to correct distorted outputs [15], [43], once calibra-
tion is done, it produces relatively accurate ranging results
compared to RSS. With well-calibrated distance measure-
ments, the location of a mobile device can be simply obtained
by collecting multiple distance measurements from nearby
anchor APs whose coordinates are known [13]–[16].

The main objective of this study is to minimize human
intervention in the deployment of positioning solutions. From
this perspective, we believe that a range-based positioning
approach that automatically optimizes the ranging strategy
is preferable to the fingerprinting methods. To this end,
we propose an unsupervised learning framework, as illus-
trated in Fig. 1, where a model-based or a neural network

(NN)-based ranging module adjusts the trainable parameters
in the module depending on the environment. Irrespective of
how well the parameters are optimized, the ranging mod-
ule always produces distance estimates, and consequently,
the coordinates of a device can be obtained. Based on the
estimated coordinates, the cost functions that indirectly eval-
uate the accuracy of the ranging module are defined and then
utilized for training.

The contributions of this paper are summarized as follows:

1) We design cost functions that do not necessarily require
labeled data. For this reason, training data can be easily
obtained even when users are using location services,
which greatly reduces human intervention. With cost
functions, the proposed method autonomously learns
how to optimize trainable parameters. For example,
a calibration process for the FTM protocol can be done
automatically, instead of manual calibration in [43].

2) To efficiently deal with various types ofmobile devices,
the proposed method shares the same ranging module
for all devices and compensates each device’s unique
characteristics with trainable variables. This allows us
to obtain a single precise ranging module using rich
training data collected from multiple devices. As an
interesting result, collecting only a few ground truth
coordinates using a device actually improves the posi-
tioning accuracy of all devices.

3) We implement a real-time Android application to col-
lect training data and to verify the performance of
the proposed method. We also test various mobile
devices from different manufactures. With existing
IEEE 802.11ac APs, we verify the performance of the
RSS-based positioning method. In addition, we install
802.11-2016 capable APs to evaluate the performance
of the RTT-based positioning method.

The rest of the paper is organized as follows. In the next
section, we briefly introduce related works. In Section III,
we discuss the ranging module, offset compensation, and
positioning methods. In Section IV, we introduce cost func-
tions for training. The experiment results are presented in
Section V, followed by the conclusion.

Notation: Boldface letters are used for matrices and vec-
tors. A ∈ RN×M represents an N × M real matrix (or a
vector). (·)−1 and (·)T are the inverse and transpose operators,
respectively. A = diag(a1, . . . , aN ) ∈ RN×N is the diagonal
matrix whose diagonal elements are a1, . . . , aN . IN ∈ RN×N

is the identity matrix, 0N ∈ RN×1 is the zero vector, ||a|| =√
aT a is the l2-norm of a vector a ∈ RN×1, and E[·] is the

expectation operator.

II. RELATED WORKS
Distance estimation in Wi-Fi systems is generally performed
with RSS and RTT measurements. As we mentioned in
the introduction, the RTT-based ranging protocol FTM was
recently added to the IEEE 802.11 standard, and thus, not
all devices and APs support this feature. The ranging and
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positioning performance achieved using the FTM protocol
has been verified in [13]–[15]. In addition, a supervised
learning approach for training NNs to estimate distances from
raw channel state information (CSI) measurements of FTM
packets is introduced in [16].

On the other hand, every device can measure the RSS
from each AP by monitoring the beacon transmission and
using it to estimate distance. The pathlossmodel describes the
relationship between the RSS and distance using two param-
eters: the pathloss exponent and signal strength at a reference
distance [36], [37]. Alternatively, the distance can be calcu-
lated as a polynomial of RSS [10]. This method potentially
learns more flexible curves between the RSS and distance
if a high order polynomial is used. To optimize parameters
in the pathloss model depending on the environment, joint
optimization of parameters and the coordinates of the device
has been studied in [44]–[46].

As RSS is highly dominated by the existence of a direct
path between two nodes, it is also important to identify
channel conditions, such as LOS or non-LOS (NLOS) con-
ditions, to achieve better ranging accuracy by applying dif-
ferent strategies accordingly. The propagation condition can
be inferred from the time-varying pattern of the RSS [47]
or the difference in RSS measurements between multiple
frequency bands (e.g., 2.4 and 5 GHz) [48]. In cases where
CSI is available, many handcrafted features can be extracted
to identify channel condition [49]–[51]. In addition, NNs are
also widely used to extract useful features to identify channel
conditions [52], [53].

III. SYSTEM MODELS
We use Wi-Fi AP as the anchor node for positioning. There-
fore, we use the terms AP and anchor node interchangeably.
First, we focus on a general ranging procedure between an
AP and a device. The ranging module produces a distance
estimate and its standard deviation from the input data. There-
fore, the relationship between the input and output of the
ranging module r(·) is expressed as a parameterized function
as follows:

[d̂, ŝ]T = r(x;2), (1)

where x is an input vector, 2 is the set of all trainable
parameters in the module, d̂ is the distance estimate, and ŝ
is the expected standard deviation of d̂ .
The input vector can contain any information obtained

from the AP. However, we use Android devices for the exper-
iments and limited information are available. For instance,
the RSS value is the only piece of information that we can
obtain from conventional APs. In this case, we simply use
x = RSS as the input of the ranging module.1

If an AP and a device support the FTM protocol, we can
obtain RTT-relatedmeasurements. Generally, the FTM proto-
col performs multiple ranging procedures for a single ranging

1This work uses RSS obtained from a single frequency band. If RSS from
multiple frequency bands or multiple antennas, or even CSI are available,
we can include all information in the input vector.

request and reports the average and standard deviation of
multiple ranging results. In addition, it also returns the RSS of
FTM packets. Therefore, the input vector can be expressed by
x = [dFTM , sFTM ,RSSFTM ]T , where each element represents
the distance, standard deviation, and RSS reported from the
FTM protocol, respectively.

The ranging module can be implemented using a model or
an NN. Each implementation will be discussed in the next
subsections. In addition, we also introduce a simple way to
compensate for different behaviors between various APs and
devices. At the end of this section, we describe trilateration
techniques that calculate the coordinates of a device by using
the ranging results from multiple APs in the vicinity.

A. RANGING MODELS
To estimate distance using the RSS, the pathloss model has
been widely used [7], [8], [18]. According to the model, RSS
is decided by

RSS = RSS(d0)− 10η log10

(
d
d0

)
+ X , (2)

where RSS(d0) is the signal strength measured at a reference
distance d0 (usually 1 m), η is the pathloss exponent, and X
represents additional losses including shadowing. Using this
model, the distance estimate is derived as

d̂RSS,PL = d010
RSS(d0)−RSS

10η . (3)

This model consists of two trainable parameters.
Alternatively, the distance can be expressed as a polyno-

mial of RSS [10]. In this work, we use a quadratic polynomial
expressed by

d̂RSS,poly = c2RSS2 + c1RSS + c0, (4)

where c2, c1 and c0 are coefficients of the polynomial that
need to be chosen appropriately depending on the environ-
ment. Regardless of which model is used, we can expect
that the ranging error is proportional to the distance estimate.
Therefore, the expected standard deviation of the distance
estimate is simply modeled as

ŝ = βd̂, (5)

where β is a proportional constant, and d̂ is the distance
estimate obtained using equation (3) or (4).

In cases in which the FTM protocol is supported, we can
use the distance and standard deviation reported by the proto-
col. However, according to the results in [15] and our results
as well, distance measurements acquired using the FTM
protocol have a remarkable bias that needs to be calibrated.
Therefore, we use a simple offset model to compensate for
the bias:

d̂RTT = max(dFTM + φ, 0), (6)

where φ is the distance measurement offset (due to the AP
or the device or both). The max(·) function is used to ensure
that the distance estimate is always non-negative. For the
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FIGURE 2. RSS/RTT measurements of various mobile devices moving in the same path: (a) Raw RSS measurements of 15 devices, (b) RSS
measurements after offset compensation, (c) raw distance measurements of Google Pixel series using the FTM protocol, and (d) calibrated distance
measurements with offsets.

TABLE 1. Summary of trainable parameters in each model.

standard deviation of the distance estimate, we can use either
the reported value as ŝ = sFTM or the proportional model in
equation (5). The model-based ranging modules have rela-
tively few parameters as summarized in Table 1.

B. RANGING USING NEURAL NETWORKS
Instead of using models, we can apply NNs for ranging.
In general, NNs are able to learn more flexible relation-
ships between inputs and outputs with a large number of
trainable parameters. In this work, we mainly exploit simple
fully-connected (FC) layers. We assume that there are L
hidden layers between the input and output layers, and the
l-th layer has Dl hidden nodes. Then, the activation vector of
the l-th layer is computed as

al = σl(Wlal−1 + bl), l = 1, . . . ,L, (7)

where al ∈ RDl×1 is the activation vector, Wl ∈ RDl×Dl−1

is a weight matrix, bl ∈ RDl×1 is a bias vectors, and σl(·) is
a non-linear activation function. To ensure that equation (7)
covers the input layer, we simply put a0 = x.
The last hidden layer produces two outputs, which are

the distance estimate and its standard deviation. They are
represented by

d̂ = dmaxσ (WdistaL + bdist ),

ŝ = smaxσ (WstdaL + bstd ), (8)

where σ (·) represents the sigmoid activation function,Wdist ,
Wstd

∈ R1×DL are weight matrices, and bdist , bstd are
scalar biases. The constants dmax and smax are used to set the
upper bound of each output. Alternatively, a rectified linear
unit (ReLU) can be applied for output activation.

In addition to the FC layers, we can apply various struc-
tures of NNs. In particular, we use a recurrent NN (RNN)

TABLE 2. List of Android devices used in the experiments.

with long short-term memory (LSTM) similar to the one
used in [52]. Regardless of which NN structure is applied
to extract features from the input layer, the outputs of the
ranging module can be calculated from the last hidden layer
as shown in equation (8).

C. OFFSET COMPENSATION
There are a variety of mobile devices in the world, and each
has unique characteristics. Fig. 2(a) shows the raw RSS mea-
surements of 15 different devices moving in the same path
(the device list is summarized in the Table 2). The variation
patterns are almost similar except for the offsets. If we add
an appropriate offset to each device, the RSS curves overlap
as shown in Fig. 2(b). A similar phenomenon is observed
in Fig. 2(c) and 2(d). The raw distance measurements of
Google Pixel series using the FTM protocol have relative
offsets between devices as well as absolute offsets from the
true distances.
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The different characteristics of multiple devices can be
addressed by deploying a separate ranging module for each
device. In this case, each device should collect a suffi-
cient amount of training data to obtain accurate parameters.
Instead, if all devices share the same rangingmodule and each
device’s characteristics are compensated for appropriately,
rich training data collected frommultiple devices can be used
to obtain a single precise ranging module.

For this reason, we introduce additional trainable variables
for each AP and device. We denote xn,k as the input data for
the ranging module to estimate the distance and its standard
deviation between the n-th AP and the k-th device. Instead of
directly feeding this rawmeasurement into the shared ranging
module, we can feed it into a modified ranging module r̃(·)
defined by

[d̂n,k , ŝn,k ]T = r̃(xn,k ; 2̃) = r(xn,k + xAPn + xdevk ;2), (9)

where xAPn and xdevk represent the offsets of the n-th AP and the
k-th device, respectively. The offsets have the same dimen-
sion with the input layer. The modified ranging module has a
larger set of trainable parameters, i.e., 2̃ = 2∪{xAPn for ∀n}∪
{xdevk for ∀k}.

D. TRILATERATION WITH OUTPUTS OF THE RANGING
MODULE
In this subsection, we focus on trilateration-based positioning
techniques for a mobile device. For this reason, we omit the
index of the device. We consider a two-dimensional space,
and denote z = [x, y]T as the coordinates of the device.

The coordinates of the device can be estimated using the
distance and standard estimates from N nearby anchor nodes
whose coordinates are known. Therefore, the estimated coor-
dinates are expressed as a function as follows:

ẑ = p(m1, . . . ,mN ), (10)

where mn = [xn, yn, d̂n, ŝn]T is a vector consisting of the
x and y coordinates of the n-th anchor node, distance and
standard deviation estimates from this node.

As we mentioned in Fig. 1, the proposed method defines
cost functions using the estimated coordinates. Therefore,
to calculate the gradient of cost functions, it is necessary
to know the impact of slight variations in each trainable
parameter on the estimated coordinates first. Let θ ∈ 2̃

denote a parameter. Then, we have the following relationship
using the chain rule:

∂ ẑ
∂θ
=

N∑
n=1

∂p(m1, . . . ,mN )
∂mn

∂mn

∂θ
. (11)

One necessary condition for obtaining the above derivative is
that p(·) is differentiable with respect to every argument. For
this reason, we consider linear trilateration methods that cal-
culate the estimated coordinates using matrix multiplications
only [54]–[57].

As an example, the linear least-square (LS) method [56]
estimates the coordinates of the device as

ẑLS = pLS (m1, . . . ,mN ) = (ATA)−1ATq, (12)

where A ∈ R(N−1)×2 is the matrix and q ∈ R(N−1)×1 is the
vector. Both are defined by

A =

2x2 − 2x1 2y2 − 2y1
...

...

2xN − 2x1 2yN − 2y1

 ,

q =

 x22 − x
2
1 + y

2
2 − y

2
1 − d̂

2
2 + d̂

2
1

...

x2N − x
2
1 + y

2
N − y

2
1 − d̂

2
N + d̂

2
1

 . (13)

The LS method does not take into account the standard devi-
ation of the distance estimate.

To improve the positioning accuracy by considering
the different error behaviors of each distance estimate,
the weighted linear least-square (WLS) method adds a weight
matrix to the formulation of the LS method. According
to [56], the result using the WLS method is given by

ẑWLS = pWLS (m1, . . . ,mN ) = (ATBA)−1ATBq, (14)

where A and q are as previously defined, and B ∈

R(N−1)×(N−1) represents the matrix whose j-th diagonal ele-
ment is var(d̂2j+1)+var(d̂

2
1 ) for j = 1, . . . ,N−1, and all other

elements are var(d̂21 ). Here, var(·) represents the variance,
and var(d̂2) is usually approximated as var(d̂2) = d̂ ŝ2 [57].

Similar to these linear methods, the proposed method is
also compatible with the Kalman filter, which estimates the
hidden state (i.e., the coordinates of the device in this study)
usingmatrix operations. In particular, we exploit the extended
Kalman filter (EKF) which is able to deal with non-linear
measurement model. The details of the EKF procedure are
summarized in the Appendix. One difference between the
EKF procedure and the linear methods is that it uses pre-
vious results to estimate the current state. For this reason,
we slightly modify equation (10) as

ẑEKF (i) = pEKF (ẑEKF (i− 1),m1(i), . . . ,mN (i)), (15)

where ẑEKF (i) represents the estimated coordinates at time
step i. And mn(i) is as defined in equation (10), where the
elements are obtained with respect to the n-th anchor node
at time step i. Because the output of pEKF (·) is linearly
related to all arguments, we can derive its derivative similar
to equation (11).

IV. LEARNING TECHNIQUES
A. OVERVIEW
Supervised learning is the most reliable approach for opti-
mizing the parameters in the ranging module, but requires
collection of the true coordinates of mobile devices when
measurements are taken. To this end, system operators may
collect true coordinates at selected positions with their mobile
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FIGURE 3. Intuition for unsupervised learning. If circles do not intersect at one point, it means that there are errors in the distance estimates.

devices. However, it takes too much time to collect a suffi-
cient amount of training data, and there is no guarantee that
the acquired training data are valid for devices other than
those used by service operators.

However, the collection of ground truth data is not required
for unsupervised learning, and thus, the training data can
be obtained even while users are using location services.
In this way, rich training data can be easily collected from
various mobile devices. One of the biggest challenges of
unsupervised learning is that it is difficult to know whether
the ranging module is working properly or not. Therefore,
we need to find a way to infer the accuracy of the module.

Fig. 3 illustrates the main intuition for unsupervised learn-
ing. The radius of each circle represents the distance estimate
from each anchor node. In cases 1 and 2, the circles do
not intersect at a single point. This means that there are
errors in distance estimates. On the other hand, the circles
intersect at exactly one point in the last case. Even though
this intersection point may not be the true coordinates of the
device, if case 3 is satisfied for every training data, we can
assume that the ranging module is accurate.

B. COST FUNCTIONS FOR UNSUPERVISED LEARNING
Even if the ranging module is not well-trained, it always
produces distance and standard deviation estimates for nearby
APs. Thus, we can compute the estimated trajectory of a
device using any trilateration techniques discussed in the
previous section. Themain role of cost functions is to evaluate
the validity of an estimated trajectory so that the ranging
module adjusts its parameters to produce a more plausible
trajectory.

In this section, we focus on the training data obtained from
a single device. If multiple devices are involved in collecting
training data, the total cost for the training is simply defined
as the sum of each individual device’s cost. We assume that
the training data are collected for T consecutive time steps,
and let ẑ(i) and zn(i) represent the estimated coordinates of
the device and the coordinates of the n-th anchor node at time
step i, respectively.

Based on the information provided in Fig. 3, we can define
a cost function related to the geometric relationship between
the coordinates of APs and distance estimates as follows:

Jgeo =
T∑
i=1

N∑
n=1

wn(i)
(
||ẑ(i)− zn(i)|| − d̂n(i)

)2
, (16)

where wn(i) is the weight that compensates for different
behaviors of distance measurement errors. There are many
options, for instance, wn(i) = 1, wn(i) = 1/d̂2n (i) or wn(i) =
1/(d̂n(i)ŝn(i)2) as similar to the WLS method. It is obvious
that the geometric cost function becomes 0 if the raining
module produces the perfect distance estimate.

When the location estimation interval is short (e.g., 500 ms
or 1 s), the state of the device hardly changes. To penalize if
the estimated position and velocity of the device are incon-
sistent at consecutive time steps, we can define the following
cost functions:

Jpos =
T∑
i=2

||ẑ(i)− ẑ(i− 1)||2,

J velo =
T∑
i=3

||v̂(i)− v̂(i− 1)||2, (17)

where v̂(i) = (ẑ(i) − ẑ(i − 1))/1T is the estimated velocity
with a positioning interval of 1T .

One last option is to use differently measured distances.
This cost function is designed to exploit the distancemeasure-
ment obtained with the FTM protocol, but it is applicable to
other distance measurements. If we have relatively accurate
distance measurements from the APs, we can use them as the
guide. The cost function related to the guide is defined by

Jguide =
T∑
i=1

N∑
n=1

In(i)
(
d̂n(i)− dguiden (i)

)2
, (18)

where In(i) = 1 if the guide from the n-th AP at time step i,
denoted by dguiden (i), is available and 0 otherwise.
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FIGURE 4. Visualization of the gradient computation. If a parameter θ
changes by 1θ , it simultaneously affects the distance estimate from every
anchor node. As a result, the estimated coordinates of the device and the
geometric cost will be changed.

C. COST FUNCTIONS FOR SEMI-SUPERVISED LEARNING
System operators may collect some true coordinates using
their own devices for preparing the training data or verifying
the positioning performance. In this case, we can include
some ground truth data in the training phase by directly
comparing the estimated coordinates with true coordinates.
The cost function for this is defined by

J loc∗ =
T∑
i=1

I (i)||ẑ(i)− z∗(i)||2, (19)

where I (i) = 1 if the true coordinates at time step i, denoted
by z∗(i), are measured and 0 otherwise. Using the measured
true coordinates of the device, we can also know the true
distances from neighboring APs. The cost function related to
the distance estimation is given by

Jdist∗ =
T∑
i=1

N∑
n=1

I (i)
(
||ẑn(i)− z∗(i)|| − d̂n(i)

)2
. (20)

Note that the above two cost functions will become 0 in case
no ground truth coordinates are measured.

D. TRAINING PHASE
By combining all the cost functions introduced in this section,
we can obtain a unified cost function as follows:

J = λ1Jgeo + λ2Jpos + λ3J velo + λ4Jguide

+λ5J loc∗ + λ6Jdist∗, (21)

where all λ ≥ 0 in the equation are constants that control the
balance between cost functions.

In the training phase, we iteratively update every trainable
parameter in the direction of minimizing the unified cost
function. For instance, a simple gradient descent method
updates any parameter θ ∈ 2̃ as

θ̂ ← θ̂ − α
∂J
∂θ
, (22)

where α is the learning rate and θ̂ represents the estimate of θ .
Using the chain rule, the above derivative is expressed by

∂J
∂θ
=

T∑
i=1

N∑
n=1

∂J
∂mn(i)

mn(i)
∂θ

, (23)

wheremn(i) is the vector defined in equation (10) with respect
to the n-th anchor node at time step i. As J is differentiable
with respect to ẑ(i) for i = 1, . . . ,T and ẑ(i) is again
differentiable with respect tomn(i) for n = 1, . . . ,N , we can
obtain the derivative in equation (23).

Fig. 4 visualizes the meaning of equation (23). If θ changes
slightly by 1θ , it will simultaneously affect the distance
estimate (and standard deviation estimate as well) for every
anchor node. Some circles will expand and some will shrink
depending on the input, and as a result, the estimated coor-
dinates of the device will change. Finally, the unified cost
function will change by1J , and we can obtain equation (23).
In the implementation phase, we use the back propagation
algorithm to compute the gradient [58].

E. CONVERGENCE ISSUE
Because NNs have a number of parameters, they are able
to learn flexible ways of producing output data from input
data, but they also have high chances of experiencing an
over fitting problem. If there are only three APs in the area
of interest and we train an NN-based ranging module in
an unsupervised learning manner using the cost functions
introduced in this section, the module will always produce
the same distance output regardless of the input so that the
estimated coordinates of the device have the same distance
from the three APs (this point is called the circumcenter of a
triangle). In this case, the unified cost function will be 0.

However, if the number of APs increases and we include
more than three APs in the positioning phase, the opportunity
that a single distance will result in 0 unified cost is greatly
reduced. In this case, the NNs try to produce different outputs
for different inputs. In addition, we can exploit a different set
of APs for different time steps. In this case, the cost functions
in equation (17) will prevent the NNs for producing trivial
outputs. This is because, to minimize these cost functions,
the estimated coordinates (or velocity) of the device must be
similar between two consecutive time steps regardless of the
choice of anchor nodes.

V. PERFORMANCE EVALUATION
A. EXPERIMENT SETUP
Fig. 5 shows the floor plan of the experiment site, which is
a typical indoor office environment. The total area is approx-
imately 8,600 m2 and 59 IEEE 802.11ac APs are installed
in the ceiling to cover the entire area. Each AP broadcasts a
beacon signal on both 2.4 and 5 GHz bands. The APs use one
out of three non-overlapping channels for the 2.4 GHz band
(i.e., Wi-Fi channels 1, 6, and 11) and one out of 24 channels
for the 5 GHz band. By receiving a beacon signal, each device
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FIGURE 5. Floor plan of the experiment site. The location of existing APs
and newly installed 10 FTM responders are presented.

can measure the RSS and use the measured value to estimate
distance.

In addition to the existing APs, we installed 10 IEEE
802.11-2016 standard capable APs in a 56 × 37 m2 area
to verify the performance of RTT-based positioning. These
APs were installed on top of cubicles or in conference rooms.
The newly installed APs are small computers equipped with
an Intel Atom CPU and Intel AC8260 Wi-Fi chipset that
supports FTM functionality. These APs work in the FTM
responder (FTMR) mode, which responds to the RTT mea-
surement request from the devices. Therefore, we use the term
FTMR to refer to these APs.

Each FTMR operates with the 40 MHz bandwidth config-
uration on the 5 GHz band using Wi-Fi channel 40 or 48.
By default, each FTMR and each device performs ranging
procedures eight times for a single RTTmeasurement request.
Subsequently, the device can obtain the average distance
estimate, the standard deviation, and RSS. While serving as
an FTMR, the AP also broadcasts a beacon on the same
channel that FTM operates on. Therefore, devices that do not
support RTT features may use FTMRs as anchor nodes for
RSS-based positioning.

We used Android devices to obtain RSS or RTT mea-
surements from APs in the vicinity. We have tested many
devices running on various Android versions. The list of
devices is summarized in Table 2. Because the RTT feature
was newly added to Android version 9, devices with Android
version 8 or below were used to verify the performance
of RSS-based positioning. In addition, after testing various
devices, we noticed that only the Google Pixel series supports
RTT features at this moment. Therefore, Pixel series was used
to verify the performance of RTT-based positioning.

B. REAL-TIME LOCATION TRACKING APPLICATION
We have developed a real-time location tracking application
for Android devices to collect training data and to verify
the proposed method. Fig. 6 shows the screenshots of the
application. Depending on the availability of the RTT feature,

FIGURE 6. Real-time location tracking application. Depending on the
Android version, the application collects RSS or RTT measurements for
positioning (a demo video is available online).

each device collects RSS or RTTmeasurements every 500 ms
and feeds these measurements to the ranging module. Once
distances and standard deviations are calculated, the applica-
tion estimates the coordinates of the device using the EKF
method with up to five of the closest APs.

To measure the RSS, the Android API (application pro-
gram interface) provides a Wi-Fi scan function, which is the
startScan method under the WiFiManager class. This method
actually invokes another startScan method implemented in a
non-public class called WiFiServiceImpl. An issue is that the
provided public startScanmethod scans all available channels
in both 2.4 and 5 GHz bands, and therefore, scan results are
updated every 3-5 s, which is not enough to track the moving
users.

To improve the scan speed, we implemented a customized
scan method that scans only selected channels. We specified
channel numbers in an instance of the ScanSettings class
and invoked the startScan method by passing this instance.
Using this method, we could quickly obtain scan results; for
instance, it takes less than 500 ms for almost every device to
scan channels 1, 6, and 11 only.

RTT-related measurements using the FTM protocol can
be obtained through another class called WifiRttManager.
First, the device scans all the neighboring APs using the
StartScan method in the WifiManager class and prepares a
list of FTMRs. Then, the device periodically sends distance
measurement requests to nearby FTMRs.

To implement the NNs, we used Tensorflow lite (version
1.12), which can run a pre-trained NN on mobile devices.
Therefore, we trained NNs on a server using all the training
data obtained from multiple devices and exported the trained
model for the devices. Note that all the computation tasks,
including Wi-Fi scanning, ranging, and positioning run on an
additional thread, whereas the main thread is only involved in
updating the location of the device on screen.
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FIGURE 7. Relationship between RSS and true distance obtained from the
test data. Data measured in the device having the smallest offset are
presented with black color.

C. EXPERIMENTS WITH EXISTING Wi-Fi APs
To obtain RSS measurements, we scanned only three chan-
nels on the 2.4 GHz band. For the ranging module, we used
equations (3) and (4), and simple NN structures: (a) Two FC
layers with (100, 100) hidden nodes and (b) a single-layer
LSTM-RNN with 100 hidden nodes. Each output of the NNs
is limited to dmax = 100 m and smax = 50 m.
We collected training data by randomly walking around the

indoor area for 15 min with each device. To mimic a sys-
tem operator collecting ground truth data, an LG G6 device
was used to collect 115 true coordinates at certain landmark
positions (e.g., center of room, near the pole, and so on). The
amount of collected ground truth data was only 0.4% of the
total amount of training data (i.e., 27,000 = 15 devices ×
15 min / 500 ms). The test data were acquired by walking
along the test path shown in Fig. 5. The length of the test path
was 580 m, and it took another 10 min for each device. We
measured time when the devices passed through each edge of
the test path to get the true coordinates at all time steps using
interpolation. Because data collection was done during the
daytime, human effects such as body shadowing are included
in both training and test data.

For the benchmark purposes, we chose optimal parame-
ters for the model-based ranging module. Fig. 7 shows the
relationship between the RSS and true distance obtained
from the test data that have true coordinates of devices. The
parameters in the ranging module were chosen to minimize
the normalizedmean squared error (NMSE), which is defined
as NMSE = E[((d̂ − d∗)/d∗)2] with the true distance d∗.
Meanwhile, we also selected a proper offset for each device,
where the minimum offset was assumed to be 0 dB.

The bold solid line in Fig. 7 represents the benchmark
pathloss curve with 0 dB offset. The optimal parameters
were chosen as RSS(d0) = −42.8 and η = 2.2. Similarly,
the bold dotted line represents the benchmark polynomial
curve, where c2 = 0.0112, c1 = 0.7144, and c0 = 9.3832.
In addition, we chose an optimal proportional coefficient β

FIGURE 8. CDF of RSS-based positioning accuracy.

TABLE 3. Summary of RSS-based positioning results.

in equation (5); for instance, 0.05 and 0.04 were selected for
the pathloss and polynomial-based methods with the EKF. By
doing so, the benchmark scenarios perfectly optimized all the
trainable variables on the test data, and thus, they produce the
best performance for the test data.

On the other hand, the proposed method optimizes every
trainable parameter using the collected training data. We use
70% of the training data to update parameters and 30% of
the data to validate the parameter update at each epoch. The
Adam optimizer is used with the learning rate of 10−3 [59].
We assume (λ1, λ2, λ3, λ4, λ5, λ6) = (1, 0.1, 0.1, 0, 0, 0) for
unsupervised learning scenarios and (1, 0.1, 0.1, 0, 1, 1) for
semi-supervised learning scenarios.

Table 3 summarizes the performance of each scenario. The
main performancemetrics are themean absolute error (MAE)
and the root mean squared error (RMSE) with respect to the
true coordinate z∗, which are defined by MAE = E[||ẑ −
z∗||] and RMSE =

√
E[||ẑ− z∗||2], respectively. In addition,

the 90-th percentile accuracy is presented in the table. For
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FIGURE 9. Training details: (a) Costs with respect to the validation data, (b) per-device average positioning accuracy on the test data, (c) trained offset of
each device (name of top four devices are presented), (d) estimated test trajectories for all devices after one training epoch, (e) after 10 epochs, and
(f) after 50 epochs.

every case, we consider the offset of the device only because
the existing APs are the same model.

For the benchmark scenarios, we verified the performances
of all the positioning methods discussed in Section III-D. As
the table shows, the EKFmethod outperforms the LS orWLS
methods because it estimates the coordinates using previous
estimates. Therefore, we mainly use the EKF method for the
remainder of the paper.

In cases where model-based ranging modules are used,
the positioning accuracy of unsupervised learning scenarios
is close to the benchmark accuracy; for instance, the perfor-
mances with equation (3) and (4) are 87% and 94% of their
counterpart benchmark performances, respectively, in terms
of MAE. If 0.4% of the ground truth coordinates are used in
the training phase for semi-supervised learning, both cases
achieve 94% of the benchmark performances. If NNs are
adopted in the rangingmodule, the obtained positioning accu-
racy is higher than the best model-based benchmark accuracy
obtained using equation (4) even though the module is trained
in an unsupervised learning way. Semi-supervised learning
scenarios with NNs further improve the positioning accuracy.
The same results can be observed in Fig. 8, which shows the
cumulative density function (CDF) of the positioning errors
for all devices.

Fig. 9 shows the details of the training phase. In this
figure, a semi-supervised learning scenario with the RNN is
used. The validation cost tends to decrease with the train-
ing epoch and the average positioning accuracy decreases
accordingly. Devices having offsets that are too far from the

FIGURE 10. Estimated test trajectory using samsung galaxy note 5.

average (e.g., Sony Xperia Z2 or HTC 10) initially produce
inaccurate positioning results compared to others, but soon
achieve similar accuracy levels to others as their offsets are
optimized appropriately. Fig. 9(d), 9(e), and 9(f) represent
the estimated test trajectories for all devices after 1, 10, and
50 training epochs, respectively. After 10 training epochs,
the estimated trajectories are closer to the true path, except for
some devices. After a sufficient number of training epochs, all
the estimated trajectories are close to the true path. The area
with a green color represents the 3 m error region, in which
coordinates are less than 3 m apart from the closest test path.
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FIGURE 11. Relationship between true distance and (a) raw distance measurement from the FTM protocol, (b) benchmark distance estimate, (c), distance
estimate using the FC layers, and (d) distance estimate using the RNN.

Finally, Fig. 10 illustrates the estimated test trajectories for
the selected scenarios using Samsung Galaxy Note 5, which
was not involved in collecting ground truth coordinates. The
estimated trajectories for all scenarios are in the 3 m error
region most of the time.

D. EXPERIMENTS UNDER THE FTM TESTBED
We verified the performance of the RTT-based positioning
method with 10 FTMRs and Google Pixel series. Similar
to the previous experiments, we measured distances from
nearby FTMRs every 500 ms. We collected training data by
moving around the FTM testbed area for 10 min with each
device. In addition, the test data were collected by following
the pre-defined test path with a length of 235 m. It took
approximately 4 min to obtain the test data for each device.
We used the same NN structures and optimizer as in the
previous experiments.

For the purpose of performance comparison, we also eval-
uated the benchmark performance. To this end, we chose the
distance measurement offset in equation (6) to minimize the
NMSE of distance estimation using the test data. However,
the proposed method optimizes every trainable parameter
using the training data. In this experiment, we did notmeasure
the true coordinates for semi-supervised learning purposes,
because the FTM protocol produces quite reliable distance
estimates, which can be used as guides. Therefore, we used
(λ1, λ2, λ3, λ4, λ5, λ6) = (1, 0.1, 0.1, 1, 0, 0) for training.
Fig. 11(a) shows that the raw distance measurements using

the FTM protocol have negative offsets from the true dis-
tances. For cases in which equation (6) is used to compensate
for the offsets, the points are shifted vertically toward the
perfect line (i.e., black solid line) as shown in Fig. 11(b). In
addition, NN-based ranging modules trained in an unsuper-
vised learning way also produce accurate distance estimates.
Fig. 11(c) and 11(d) show the ranging results using the FC
layers and RNN, respectively, where points look more con-
centrated around the perfect line than in Fig. 11(b).

The CDF of the ranging error is depicted in Fig. 12. As
we mentioned previously, the raw distance measurements
obtained with the FTM protocol contain significant errors.
The benchmark and unsupervised learning results obtained
using equation (6) produced overlapping CDF curves because
the offsets estimated using these two approaches were almost

FIGURE 12. CDF of RTT-based ranging accuracy.

the same, as summarized in Table 4. The figure shows that
the NN-based ranging modules outperforms the model-based
benchmark performances. This is because the NNs are able
to learn non-linear calibration curves instead of simply opti-
mizing a distance measurement offset for each device. In
addition, the NNs produce outputs from not only raw dis-
tance measurements, but also the standard deviation and RSS
reported by the FTM protocol. Therefore, they can learn how
to efficiently combine these information during the training
stage. For instance, if the raw distance report is short while
RSS is low, the NNs may infer the propagation condition as
an NLOS condition.

The performance of RTT-based positioning per device is
summarized in Table 4. If a model-based ranging module is
used, the only trainable variable is the offset of each device.
The table shows that the offsets in equation (6) determined
by unsupervised learning for each device are considerably
close to the offset values that are perfectly optimized for the
test data. For this reason, the performance of unsupervised
learning is close to the benchmark performance. An interest-
ing observation is that offsets optimized with the NNs have
relative values between the devices, and the absolute offsets
are processed inside the NNs. In addition, the offsets for the
NNs have the same dimension as the input layer. Therefore,
each device has its own standard deviation, RSS, and distance
offsets.
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TABLE 4. Summary of RTT-based positioning result per device (40 MHz).

FIGURE 13. CDF of RTT-based positioning accuracy.

FIGURE 14. Estimated test trajectory using Google pixel 2.

Fig. 13 depicts the CDF of RTT-based positioning accu-
racy for selected scenarios. As we have discussed so far,
the unsupervised learning approach is able to produce almost
the same positioning error as the benchmark. As NN-based
ranging modules provide more accurate distance estimates
than model-based ranging module, the positioning accuracy

was improved with NNs. Finally, Fig. 14 illustrates the esti-
mated test trajectories using Google Pixel 2. Because we can
obtain relatively accurate positioning results using the FTM
protocol, the trajectories are in the 1 m error region most of
the time. Other Pixel devices have similar trajectories.

VI. CONCLUSION
In this paper, we studied unsupervised learning techniques
to adaptively adjust trainable parameters in the ranging mod-
ule depending on the surrounding environments. The main
intuition of unsupervised learning is that the accuracy of the
ranging module can be inferred from the geometry. Based on
this intuition, the cost functions were designed to optimize
parameters in a way that yielded more reasonable results. In
addition, the proposed method was able to compensate for
each device’s unique characteristics by simply assigning an
offset to each device. As errors propagated in the backward
direction through the positioning and ranging module to the
input layer, every parameter including the offset of each
device was iteratively optimized. The results of the exper-
iments revealed that the proposed method closely achieves
the benchmark performance with the model-based ranging
module. In addition, the positioning accuracy with NN-based
ranging modules are superior to the benchmark positioning
performance.

APPENDIX
EXTENDED KALMAN FILTER
We briefly summarize the EKF procedure used in this work.
The unknown state is assumed to be the coordinates of the
device. Once new measurements are available, the EKF first
predicts the state based on the previous state estimate and
corrects the predicted state by using these measurements.

The state transition model for the prediction is given by

z(i) = z(i− 1)+ v(i)1T , i ≥ 1, (24)

where v(i) represents the average velocity vector between
time steps i−1 and i, and1T denotes the measurement inter-
val. We assume that v(i) is a random vector with zero mean
and the covariance matrix of Q(i) = (1T )2 E[v(i)v(i)T ].
Therefore, we have the following equations:

ẑ(i|i− 1) = ẑ(i− 1|i− 1),

P(i|i− 1) = P(i− 1|i− 1)+Q(i), (25)

where ẑ(i1|i2) represents the predicted state at time step i1
using all measurements up to time step i2, and P(i1|i2) is its
covariance matrix. The initial coordinates ẑ(0|0) are simply
assumed as the center of neighboring anchor nodes.

The measurement of the system are expressed as the vector
of distance estimates from N anchor nodes as follows:

d̂(i) = h(z(i),w(i)) =

 ||z(i)− z1(i)||
...

||z(i)− zN (i)||

+ w(i), (26)

where d̂(i) = [d̂1(i), . . . , d̂N (i)]T is the measurement vector,
w(i) is the measurement noise whose covariance matrix is
given by R(i) = E[w(i)w(i)T ] = diag(ŝ1(i)2, . . . , ŝN (i)2).
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Using this measurement model, we can predict the distance
measurements at time step i as h(ẑ(i|i − 1), 0N ), and the
gap between this prediction and the actual measurement is
called innovation. The innovation and its covariance matrix
are represented by

e(i) = d̂(i)− h(ẑ(i|i− 1), 0N ),

S(i) = H(i)TP(i|i− 1)H(i)+ R(i), (27)

where H(i) ∈ RN×2 is the Jacobian matrix defined by

H(i) =
∂h(z(i), 0N )

∂z(i)
. (28)

The above derivative is evaluated at z(i) = ẑ(i|i− 1).
Finally, the Kalman gain, updated state, and covariance

matrix of the state at time step i are respectively given by

K(i) = P(i|i− 1)H(i)TS(i)−1,

ẑ(i|i) = ẑ(i|i− 1)+K(i)e(i),

P(i|i) = (I2 −K(i)H(i))P(i|i− 1). (29)

Note that ẑ(i|i) indicates the estimated coordinates at time
step i using every measurement, and thus, ẑEKF (i) = ẑ(i|i).
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